Release E - Run in Kubernetes
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NONRTRIC Architecture

NONRTRIC comprises several components,

. Control Panel

. Policy Management Service

. Information Coordinator Service

. Non RT RIC Gateway (reuse of existing kong proxy is also possible)
R-App catalogue Service

. NearRT RIC Simulator (3 Al interface versions)

. Al Controller (currently using SDNC from ONAP)
. Helm Manager

. Dmaap Adapter Service

10. Dmaap Mediator Service

11. Use Case rApp O-DU Slice Assurance

12. Use Case rAPP O-RU Closed loop recovery
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In the IT/Dep repo, there are helm charts for each these components. In addition, there is a chart called nonrtric, which is a composition of the components
above.

Preparations

Download the the it/dep repository. At time of writing (Dec 2021) there is no branch for e-release so cloning can be made from master. Pls check if the
branch exist before cloning from master.

Clone repo
git clone "https://gerrit.o-ran-sc.org/r/it/dep" -b e-rel ease
or

git clone "https://gerrit.o-ran-sc.org/r/it/dep"

Configuration of components to install

It is possible to configure which of nonrtric components to install, including the controller and al simulators. This configuration is made in the override for
the helm package. Edit the following file

Edit override file

<edi t or > dep/ RECI PE_EXAMPLE/ NONRTRI C/ exanpl e_r eci pe. yan

The file shown below is a snippet from the override example_recipe.yaml.
All parameters beginning with ‘install' can be configured 'true’ for enabling installation and 'false’ for disabling installation.
For the parameters installNonrtricgateway and installKong, only one can be enabled.

There are many other parameters in the file that may require adaptation to fit a certain environment. For example hostname, namespace and port to
message router etc. These integration details are not covered in this guide.


https://gerrit.o-ran-sc.org/r/admin/repos/it/dep

Editor override file

nonrtric:
nstal | Pms: true
nstal | Alcontroller: true
nstal | Alsimul ator: true
nstal | Control panel : true
nstal | I nformati onservice: true
nst al | Rappcat al ogueservi ce: true
nstall Nonrtricgateway: true
nstal | Kong: false
nst al | Daapadapt er servi ce: true
nst al | Dnraapnedi at or servi ce: true
nst al | Hel mmanager: true
nstal | Orucl osedl ooprecovery: true
nstal | Odusl i ceassurance: true
vol unel:
# Set the size to 0 if you do not need the volume (if you are using Dynam c Vol unme Provi sioning)
size: 24
st orageC assNane: pns-storage
vol unme2:
# Set the size to 0 if you do not need the volune (if you are using Dynanic Vol ume Provisioning)
size: 2G
st orageCl assNanme: ics-storage
vol une3:
size: 1G
st orageC assNanme: hel mmanager - st or age

Installation

There is a script that packs and installs the components by using the helm command. The installation uses a values override file like the one shown
above. This example can be run like this:

Deploy Nonrtric

sudo dep/ bi n/ depl oy-nonrtric -f dep/nonrtric/RECI PE_EXAMPLE/ exanpl e_r eci pe. yani

Result of the installation

The installation will create one helm release and all created kubernetes objects will be put in a namespace. This name is 'nonrtric' and cannot be changed.

Once the installation is done you can check the created kubernetes objects by using command kubectl.
Example : Deployed pods when all components are enabled:



Get Pods

>sudo kubectl get po -n nonrtric

NAMVE READY  STATUS RESTARTS AGE
al-si mosc-0 1/1 Runni ng 0 12m
al-simosc-1 1/1 Running O 10m
al-simstd-0 1/1 Runni ng 0 12m
al-simstd-1 171 Running O 10m
al-si mstd2-0 1/1 Runni ng 0 12m
al-simstd2-1 1/1 Runni ng 0 3nb7s
alcontrol | er-64c5b7f c56- hj x6l 171 Running O 12m
cont rol panel - 6bf 7c4bf 79- nbhgl 1/1 Runni ng 0 12m
db- 76d79cd769- g% 1/1 Runni ng 0 12m
dmaapadapt er servi ce-0 1/1 Runni ng 0 12m
drmaapnedi at or servi ce-0 1/1 Runni ng 0 12m
hel mmanager - 0 171 Running O 12m
i nformati onservice-0 1/1 Runni ng 0 12m
nonrtricgat eway- 677988d5c7-rf n88 1/1 Runni ng 0 12m
odusl i ceassur ance- cd5b6f 568- q89r 5 171 Running O 12m
orucl osedl oopr ecovery-568f 867b45- b6zl d 1/1 Runni ng 0 12m
pol i cymanagenent servi ce-0 1/1 Runni ng 0 12m
rappcat al ogueser vi ce- 687d69756¢- | vw g 1/1 Runni ng 0 12m

Un-installation

There is a script that uninstalls installs the NonRT RIC components. It is simply run like this:

Undeploy Nonrtric

sudo dep/ bi n/ undepl oy-nonrtric

Introduction to Helm Chart

In NONRTRIC we use Helm chart as a packaging manager for kubernetes. Helm chart helps developer to package, configure & deploy the application and
services into kubernetes environment.

For more information you could refer to below links,

https://helm.sh/docs/intro/quickstart/


https://helm.sh/docs/intro/quickstart/
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